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Abstract: In this paper, we are going to introduced a technique for human computer interface with the help of 

eye that means the pupils of eye. Conventionally, we use keyboard and mouse  to  make the interaction between 

the system and the user as an input device. The  goal of this  paper is to present a hand free interaction device for 

the people who have certain medical issue or kind of disability. This equipment is planned to change the 
conventional computer screen pointing devices for the people who have certain disability. The paper gives a 

proposal to control the cursor of the computer with the help of users eye. This application allows the user to use 

the computer system with the help of users eyesight and move the cursor as per the direction that are given by the 

user. Aim of this application is to introduced a low cost based system for the people who have the disability and 

connect them with the real world. 
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1. INTRODUCTION 

As we know that the advances in the computer system increases day by day very rapidly and 

tremendously. Every day a new technology introduced in the market. There are so many technology  
and applications are available in the market for the convenient life style of the user , but the person 

with the physical disabilities are not able to access these applications same as the other user . For that 

purpose here we are trying to introduced a technique that is available for the user who have certain 

disability or some medical issue. As we know that now a days there are tremendous increment in the 
road accident and the people lost there body parts in that accidents in such cases the people are not 

able to access the device like computer or laptops. This may creates a barrier between the user and the 

system. To lower down the barrier or the disturbance is a demanding task now a days.  

There are so many techniques available in the market to make the interface with the system such as 

voice controlled device, facial recognition technique, Head movement technique but every technique 

have its own advantages and disadvantages. Apart from all the eye tracking system is the best 
alternative to make the communication between the system and the user. In eye tracking system users 

are allowed to use there pupil of eye to move the cursor on the screen where the direction of the eye 

indicates. 

Here we are trying to introduced a low cost based application for the handicapped people to use there 
certain body parts and make the interface with the system and the user and connect them to the real 

world. 

There are four module to implement the eye tracking system. Such as, 

 Face Detection 

 Eye Detection 

 Template generating and Template Matching 

 Cursor movement  

2. OBJECTIVES 

An eye tracking system is one of the best application for the handicapped person. To develop this 
application various algorithm methods and techniques of the image processing are used. These 

methods and techniques of image processing gives a well designed model for eye tracking system. 
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This application is useful for the face detection, features detection, template generation and cursor 

movement. 

As we are very well known about the disabilities. In any case the person is not able to use their body 

parts they are to be consider as the disable person for such people here we are going to introduce a 

technique to connect them with the real world. 

2.1. Objective 1 

As per the mentioned objective the first module is the Face Detection System. In this module the 

exact face portion of the user is detected from the input image by applying viola jones rule. 

2.2. Objective 2 

As per the mentioned objective the second module i.e., Eye Detection System, in which the features 

are get separated from the face by applying the Leonardo da vinci rule, that means the eyes, nose and 

mouth are get separated from the face 

2.3. Objective 3 

As per the mentioned objective the third module i.e., Template Generation and Template Matching. In 

this module we have to generate the template of the eye and we have to save that template in the 
database as per the given direction such as up, down, right, left etc. 

2.4. Objective 4 

Finally, the last module of the eye tracking system is the cursor movement. In this section we have to 
find the direction of the cursor by comparing the template with the previously stored template. As we 

know that the minimum difference between the template gives the maximum match in the template. 

3. METHODS AND APPROACHES 

There are two different methods of the Face Detection System, 

 Feature-based method 

 Image-based method 

3.1. Feature-Based Method 

In this method we are able to find the features of the face and exact location of the features and the 

distance of features from each other. 

3.2. Image-Based Method 

Image based method is stand on the  scanning the image. This category of face detection implies 

pattern recognition, and gives it with simple methods such as template matching or with more 

advanced techniques such as neural networks. 

3.3. Eye Detection Approaches 

3.3.1. Regression Approach  

Tries to minimize the distance between the predicted and actual position of eye 

3.3.2. Bayesian Approach 

This approach learns model of eye appearance and non-eye appearance. This principle build a 

“probability of eye”. Produces output for patches around each pixel of the input image. 

3.3.3. Discriminative Approach 

In this approach treat the problem as one of classification. A classifier is trained to produce positive 

output for patches around the eye and negative elsewhere 

4. IMPLEMENTATION 

In this paper the main approach focuses on the various methods of image processing, pattern 

recognition and the various algorithms to be used for the face detection and eye detection. 
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4.1 Face Detection 

Face detection technique is the very first module of the eye tracking system. In this module we 
capture the image of the user with the help of low cost based camera. If more than one faces are 

available in front of camera then we have to check for the convenient image and display that image on 

the screen by applying the Viola and Jones rule[8]. Only the single image of the user have to be 
introduced. It introduced a technique to detect face of the user very rapidly and correctly in the image. 

However, the area of the image being analyzed for a facial feature needs to be regionalized to the 

location with the highest probability of containing the feature. By regionalizing the detection area, 
false positives are eliminated and the speed of detection is increased due to the reduction of the area 

examined. 

Viola and Jones devised an algorithm, called Haar Classifiers, to rapidly detect any object, including 

human faces, using AdaBoost classifier cascades that are based on Haar-like features and not pixels 
[8]. 

4.2 Haar Cascade Classifiers 

Haar classifier object detection is the Haar-like features. It uses the change in contrast value between 
the adjacent rectangular group of pixel  not depend on the intensity value of the pixel. The varience in 

the group of pixel are useful for determining the light and dark area. Haar-like features, as shown in 

Figure 1 are used to detect an image [7]. Haar features can easily be scaled by increasing or 
decreasing the size of the pixel group being examined. This allows features to be used to detect 

objects of various sizes. 

4.3 Integral Image 

A plane rectangular area of the face is calculated by using an intermediate representation of an image, 
that is also called as called the integral image [6]. This integral image contains the sums of the pixels’ 

intensity values located directly to the left of a pixel and directly above the pixel at location (x,y). 

Where  

A[x,y] is the original image. 

AI[x’,y’] is the integral image. 

Then the integral image is computed as follows. 

 

AI[x,y] =   Σ A(x’,y’)            (1) 

x’<=x, y’<=y 

The features rotated by forty-five degrees, like the line feature shown in fig.1(2e).The rotated integral 
image is calculated by finding the sum of the pixels’ intensity values that are located at a forty five 

degree angle to the left and above for the x value and below for the y value. 

 

Fig1. Common Haar Features [6] 

So if A[x,y] is the original image. 

AR[x,y] is the rotated integral image. 
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Then the integral image is shown in equation 2 an illustrated in Figure 3. 

AR [x, y] = Σ A (x’,y’)            (2) 

x’<=x, x’<=x- [y-y’] 

As shown in equation 1 and illustrated in Figure 2. 

 

Fig2. Summed area of integral Image [6] 

 

Fig3. Summed area of rotated integral Image [6] 

 

Fig4. Input Image[9] 
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Fig5. Face Detection [9] 

4.4 Eye Detection 

Viola Jones Algorithm is used for the feature extraction. The Leonardo Da Vinci principal is 
used for determining the geometry of the faces. The distance between eyebrow to eye, 
eyebrow to nose top, nose top to mouth these features are selected from the images by 
applying the Leonardo da vinci principle. Here we get the separate result for each feature. 
By applying this method we can easily access the feature from the face. Features are shown 
in fig 6.  

4.5 Algorithm 

Distance from head to eyes is 50% 

Eyes=50; 

% from eyes to nose is 70% 

Nose=70; 

% remaining is mouth 

Mouth=100; 

Eyes= current_face (1:Eyes,:); 

Nose= current_face(Eyes:Nose); 

Mouth= = current_face (Nose:Mouth); 
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Fig6. Features Extraction [9] 

4.6 Template Generating and Template Matching 

In this module we are going to introduce the most possible region of the eye. By applying the 

Leonardo da vinci rule we are able to separate the eyes from the face, that template is nothing but the 

exact working area .Then we have to  box of size E*E (e.g. 15*15 ) is drawn around the center of the 

working eye region, as shown in fig6. The image within this box is cropped out of the present image. 
The cropped image is saved as per the direction such as up, down, right, left in the database and each 

image in the database is consider as the template of the eye. We have to save different pattern for the 

single direction because there may be chances of showing the variation in the output. Finally we have 
to match that the current template of the user with the already stored template in the database. If two 

templates have minimum difference that means it gives the maximum match for each other. At last we 

are able to move towards the cursor movement.  

 

Fig7. Original Image[5] 

 

Fig8. Template Image[5] 

4.7 Cursor Movement 

Here we are trying to convert input medium to the eye movement. As we know that the eye movement 
is currently faster than the input, because eye can easily move to the target rather than the pointing 

device. Hence we can easily focus on the target. 

The total eye of the user is not captured by the camera because of the upper and lower eyelid, etc. 

4.8 Mouse Pointer Control 
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To control the mouse pointer (cursor) on the screen we use the pupil of the eye, the central coordinate 

of the screen is consider as the start point. This position is used as the base for gaze tracing, and the 
starting position of the mouse pointer is set as the center of the screen. The moving position of the 

cursor takes the initial position as the base. As the pupil move to some direction, the coordinate of the 

mouse pointer on screen change according to the movement of the pupil. When the pupils return to 
the original position, the cursor stops moving. The size of the pupil are getting bigger and bigger 

when user looks upward and the size of eye is getting small when the users eye position is downwards 

or the eyes are in slightly half-closed state. This phenomenon can be used for controlling the mouse 
pointer to move from top to bottom. 

 

Fig9. Cursor Movement (Upward Direction) [10] 

 

Fig10. Cursor Movement (Downward Direction) [9,10] 

4.9 Motivation 

In the previous system, people with  the medical issue or disability are not able to take pleasure that 
are provided by the system, since conventional computer interfaces are designed with the able-bodies 

in mind. Therefore, to lower down the barriers or the disturbance  between computers and people with 

disabilities is a difficult task for that purpose this system introduces. With the help of this system we 

are able to make interface between the system and the user and make allow them to access the 
advantage of the computer system and connect them with the real world.  

5. CONCLUSION 

Eye Tracking System plays a vital role in improving the usability of the system. It stresses on 

development of customers’ relations and improving the requirement of system performance and other 

relevant factors. Eye Tracking System provides the support or platform to the disable person to access 

the device like a normal human being. In this paper we focused on the process of face detection, eye 
detection, template generating, etc. We have also gone through the various methods and techniques to 
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access the system like head movement, nose tip, voice recognition etc.. but every method have its 

certain advantages and disadvantages, apart from all eye tracking system is one of the best method to 
access the device in very easy format and at  low cost, As the access of computer system is increases 

day by day. Hence we could think on increasing the access of the device in which the with the several 

disability can also access the device same as the normal person or we can  says that this software can 
give the platform to the people who have certain disability, If the user can use his or her limited 

voluntary motions in addition to the head movements, there are many other options for them to choose 

for communications and computer access. Otherwise, the proposed eye Mouse is an ideal option 
because of it is a low-cost and non-instructive system. 

FUTURE SCOPE 

Future work may include improving the robustness against the lighting conditions. By using the 
highly qualified camera operate the operation to get more accurate result. Adding the scrolling 

movement (Using nose) functionality. Also add the speech module which will operated by users 

mouse and launch on the start of the PC. Also we can add scrolling functionality by using face 
movements and allow this application for playing games and banking sector also. 
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