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Abstract: Diabetes Mellitus, which in simple term known as Diabetes. It is due to metabolic disorders that is 
due to reduction of blood glucose level in the body. There are stages in diabetes based on the severity. So, it is 
an emergency task to identify diabetes at a very early stage to decrease the severity of the problem. By 
considering all the complications many research studies are done so as to solve the problem in an effective way. 
As most of the methods include Pima Indians Diabetes data set we have also implemented our paper by using 
the same but with different algorithm. At present we have diabetes based on Support Vector Machine (SVM), 
decision trees, PCA, etc., this algorithm chosen by us are related to subpart of Deep Learning named as 
Machine Learning. We have used data pre-processing techniques and classified the data which is well trained in 
a network.  Through this paper we expect to get the maximum accuracy for predicting the diabetes detection. 
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1. INTRODUCTION 

Machine Learning at its most elementary is the rehearsal of using algorithms to analyze data, acquire 
from it, and then style a determination or prediction around something in the world. So instead of 
hand-coding software customs with a definite set of guidelines to achieve a particular task, the 
machine is “trained” by using very large totals of data and algorithms which give it the capacity to 
study how to complete the task. 

Some techniques like Deep learning and Artificial Neural Networks (ANNs) are of highly capable 
tools of AI for solving highly complex problems, and these can also be developed and be leveraged in 
coming days. When we want an intelligent system similar to a robot so that it can perform as per our 
instructions and May also be able to hear the decision from any dialogue kind of clinical expert 
system, etc. something that is essential is the processing of a Natural Language. 

Diabetes is majorly a combination of the metabolic disorders or a chronic disease. In such scenario the 
blood glucose  present in the body of a person leads to suffer from a much extended equal of it that 
can either if production of the in sulin is insufficient, or may be the body’s cells are unable to respond 
properly to the produced insulin. The persistent hyperglycemia of the diabetes is precisely connected 
to brokenness, long-haul harm and also due to miscarriage of various organs, majorly the eyes, nerves, 
kidneys, heart, and also veins. 

The goal to be achieved through this research is to utilize the significant features, and then to model a 
prediction algorithm by making use of Machine learning. Later to get an optimal classifier which can 
give very closest result when comparing to that of the clinical outcomes. Here, the proposed 
methodology aims to focus majorly on the selection of the attributes which can ail in the early 
identification of Diabetes Miletus by using Predictive analysis. Hence, the result presents an algorithm 
related to decision tree and also Random forest is proven to be shown the specificity of about 98.20% 
and 98.00% which is treated as highest, respectively and holds the best for diabetic data analysis. The 
Naïve Bayesian has stated its outcome with its best accuracy of about 82.30%. Finally, the it 
generalizes selection of the optimal features from the dataset so as to improve classification accuracy. 
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2. LITERATURE SURVEY 

In this paper we strived to implement a better system that could give the best results out of all the 
available systems. During this process we have come across many types of existing systems and have 
gone through various  algorithm, since we are in growing technology things can be made much 
simpler by making use of advanced technologies. For example: in the past we have learnt only C, Java 
as the better languages to build software programs but now the world has changed completely with 
automation. 

Thereby we are in search of such environments where we can create a robust platform for our problem 
statement of diabetes identification. We do have  many implementations currently but those could not 
reach our imaginations. In this context we could explain the things that we have learnt by referring to 
various articles proposed by different researchers. 

[11] As diabetes being a chronic condition in the body it is essential to create and then a model is to be 
predicted so that we can easily identify the condition of the body related to diabetes, keeping this in 
mind Pima Indians set is being proposed to conduct further implementations. 

Diabetes is mainly of two types. Namely type1 and type 2. This is precisely based on the complexity 
of the problem. It depends on glucose levels and metabolism of the person [4]. 

Type 1 diabetes can be defined as the scenario in which the cells of pancreas that produce insulin are 
damaged. It is an auto immune condition. This may be due to genes sometimes. 

Type 2 diabetes insulin is produced by pancreas but the problem is, it is not used by the body 
appropriately. [2] This type of diabetes can be seen in teens and adults. Of course, it is considered to 
be common and can be screened and diagnosed. 

There are various tests available in present day medical field. According to a survey, almost 90% 
people are suffering with this type. Based on income of a country percentage of diabetic patients is 
shown in below figure. 

According to a survey by Neha sharma, [10] the early identification and also screening is expected to 
play a key role for ineffectual prevention of the diabetes. The learning  of such procedure starts with a 
survey or the data, as an example, the exact occurrences, or the commands, in an order so as to gaze 
for such type of patterns in data and then to make decisions satisfactorily. 

Through an International journal of computer science and wireless security they said that “using 
tongue images innovative application can be developed and it is easy to use for diabetic deduction.” 

In some journals, tongue images are used to detect diabetes. For this, MATLAB is used for diabetic 
identification. In this scenario both the diabetic and non-diabetic patients are diagnosed and then 
outputs are predicted. 

[9] Patients suffering with type 2 Diabetes have larger area covered with yellow fur, thick fur and also 
bluish tongue than those of group under control. Also, an expressively higher portion of the patients 
having diabetics for long-term and those having yellow fur for the short-term was being noticed. 

According to certain studies, [8] it is said that even eyes can lead to diabetes. This can be explained 
like if the retina’s blood vessels are damaged it causes diabetes which is usually called as Diabetic 
Retinopathy. In such scenario it can also lead to blindness. 

J.Tuomileh to, [1] in this they considered both male and female samples, they took about 600 such 
samples and proposed a relationship for data mining for an efficient classification. They used the 
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methods of data mining so that the clinical data of diabetes can be classified and then prediction 
required that is whether the patient is  suffering with diabetes or is not suffering is performed. For this 
they have presented a system which gives the training data for the data feature analysis to be 
performed and next the contrast of the classification algorithm, followed by selecting classifier and 
then an enhanced algorithm for classification is to be applied and have brought out an evaluation 
which is being compared to the training data. In this, they used an algorithm named C4.5 and the 
classification rate obtained through it is about91%. 

Kanika, [12] they concluded that their proposed method gave more accuracy as it is based on blood 
vessels and its area and perimeter resulted in motivational outputs. 

K.C. Tan, [6] in this they talked about the short filtering method that can remove the undesirable 
features that are present before the classification procedure starts, as a wrapper method is related for 
selecting certain optimal features by the classification algorithm. This Wrapper method is expected to 
give a higher accuracy of classification. But the drawback with this approach of wrapper is that it 
requires a longer runtime and this is because of ML algorithm that is chosen has to be worked 
iteratively to search for the subsets of attributes. 

[5] Gentic Algorithms and Back Propagation Networks are proven to be given more accuracy when 
hybrid than implementing alone.GA-BPN works great with high performance and accuracy. 

Swapna, G [3] in this they mentioned that diabetes can be identified by giving heart rate variability as 
input. Through this they estimated 97% accuracy. 

The Deep Learning Techniques are broadly used to solve the problems more efficiently. In this paper 
they would be the techniques of Deep Learning, machine learning algorithms are implemented to get 
the best results of the available solutions. It involves robust environment and efficient programming 
language. 

3. PROPOSED METHODOLOGY 

To identify diabetes, we have used python language and its modules to implement machine learning 
algorithms. To achieve our requirement, this paper is built using jupyter notebook environment in 
collaboration with Anaconda. 

Typically, people after age 20 are supposed to be affected by diabetes. [7] According to statistics of  
WHO, worldwide diabetes has become common among the adults after 18 years of age has then 
increased about 8.5% in the year 2014. Its existence rate has been increasing irrespective of the 
income levels of a country. It also becomes as a cause to the certain illnesses likewise blindness, 
cholesterol, kidney failure, heart diseases. It is the fact that the deaths because of diabetes and high 
blood glucose are rising. Hence, prediction of being suffered by diabetes must be done at an initial 
stage so that it would help patients to balance their sugar level. 

It is well known that for the predictive analysis data  mining approach is very well suited. As our 
papert deals with such predictive analysis problem that approach is considered for diabetes 
identification. At the end we have measured and also improved the performance by making use of 
feature selection and by selection of training set. 

3.1. Exploratory Data Analysis 

The sample dataset must be chosen and then it is separated as two datasets namely a training and a test 
dataset. Here, the major target is to get a feature subset which can produce classification with higher 
accuracy. The selection of features task is a significant problem in the knowledge discovery. So, after 
the selection of all the required features, we apply a classification algorithm so as to make a model for 
classification. Finally, model is  practically used on our test set so that we can predict risk of diabetes. 
Proposed work is shown in the Fig. 
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Fig. Proposed Architecture 

3.2. Sample and Sampling Design 

The sample for the experimental setup chosen is a Pima Indian Diabetes dataset. It is an open source 
in UCI repository. This set comprises of certain records including diabetic patients and non-diabetic. 
This possesses eight attributes and also class attributes. 

768 instances can be seen in our data set. In dataset all the patients are of female category who are 
Pima Indians and their age is above 21 years. The features or attributes of the dataset are shown in 
below Table below. 

Sample and Sampling Design for Diabetes Mellitus Prediction 
 

 
 
The dataset will be classified by making use of recursive partitioning algorithm by which a model has 
to be built. Here, 70% of records are training set and the rest is  test set. 

Here, the data cannot be directly accessed so this is converted to CSV file. This will be learnt later 
after completion of data modelling. 

In this paper, we will follow a set of steps so as to achieve the goal. The data is to be pre-processed, 
then classified and finally prediction is done during implementation. The major aspect is to model 
data effectively so that we can get efficient outcome. 

3.3. Data Modelling 

For Diabetic identification it includes a series of modules as explained in below context. It involves 
data pre-processing, classification and prediction. 

3.4. Data Pre-processing 

Data pre-processing not only involves the data cleaning but also handling of missing values, 
dimensionality reduction, handling of inconsistent data, selection of features, etc. Since it is already 
mentioned, the dataset of experiment chosen for this paper contains various attributes, such as 
pregnant Times, plasma Glucose, Age, Diastolic BP, Skin Thickness, Serum Insulin, BMI, Class 
Variable. 

For an effective decision-making information, the gain feature selection method has been used. With a 
classification goal it will select the features that are highly correlated. 

3.5. Classification 

Classification module classifies samples into different groups. It is a supervised learning technique. 
Here, for getting accuracy, specificity, sensitivity and also precision of the Neural Networks. So, we 
need to give training dataset and then test the dataset as input then it gives the accuracy in percentage. 
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3.6. Prediction 

Prediction for this model is POSITIVIE or NEGATIVE. Neural Networks Classification algorithm is 
used for prediction. 

In this paper, the measures of performance algorithm are done by using three types of performance 
metrics. They are the accuracy, the sensitivity and the specificity. We can calculate this by using 
confusion matrix In this matrix it represents all count of the True Positives (TP), the False Negatives 
(FN), the False Positives (FP), the True Negatives (TN). 

Confusion matrix 

 
The below figure depicts the relation of true positive rate and false positive rate that can be achieved 
through data classification. 

 
The formulae to calculate performance metrics are shown in below equations. The accuracy is 
considered as a statistical measure which calculates that how better a classification test of binary can 
be able to recognize or may be ignores the condition correctly. The sensitivity is described as a recall 
otherwise as a true positive rate. Proportion of all positives result that can be correctly recognized as 
the positives are also measured. Then we have another measure for performance named specificity. 
This is also called as a true negative rate in this it  measures proportion of all the negatives which are 
appropriately recognized as the negatives. 

 
The ‘r’ part of the algorithm creates certain rules during formation of the binary trees as shown in 
below figure. 

 

Fig. Sample classification tree 
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From the Fig.3.9, we can draw a point that is most important to be noted. This tree gives us the 
classification that is firstly depended on the plasma-glucose and then based on age the probability of 
occurrence of diabetes is further predicted. 

However, to proceed further we have make sure that our input file has to be converted as discussed 
earlier. This can be achieved by the following. 

3.7. Input as CSV File 

Reading the data from CSV (comma separated values) is the basic necessity in the field of Data 
Science. Often, the data we get is obtained from the various sources that can get exported to the CSV 
format. So that, these can also be used by various other systems. The Pandas library has various 
features by using which we can not only read the CSV file in full but also in parts for a certain 
selected group of rows and columns. 

The CSV file can be described as a text file and in this all the values available in columns are being 
separated by using a comma. 

In our environment, that is in jupyter notebook the following line of code is used to extract the file 
and access its data throughout the work. 

Import pandas as pd data=pd.read_csv(input data) 

 
Diabetes input dataset 

For our understanding we have class labels as tested_positive and tested_negative but these cannot be 
understood by the system. So to solve this problem we will be converting tested_positive and 
tested_negative as 0 and 1 respectively. 

4. RESULTS 

The preliminary analysis states the resulting visions of the data. Here, the given dataset comprises of 
patients belonging to female category and their ages are between 21-81. 

Plasma glucose levels and serum insulin levels can be measured as a factor to diabetes risk is shown 
in the following figures. 
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The chosen dataset is to be divided into two categories. That is a training set and a test set after which 
the results are to be evaluated. Feature subset selection is being applied so as to improve the accuracy 
of the result. This subset selection mainly focuses on the identification of an attribute subset that can 
improve the accuracy of classification. Attributes which have resulted in highest accuracy are 
represented in the Table. 

Performance Measures by Highest Value 

 

The feature subset selection is being soothed by eliminating attributes in sequence from dataset. The 
measures of performance are tabulated in Table. 
Table. Performance Measures by attribute selection 

 
The results have shown the highest accuracy at a point when attributes named pedigree and the other 
one named age are both removed from the attribute set. The choosing of the training as well as the test 
data sets do throw an impact on performance in addition to the selection of attributes of the algorithm. 
Here, the algorithm gives higher accuracy for increasement on data set is imposed above 85 percent. 
The accuracy of algorithm when the relation between the training set and the test data set is being 
varied. The renaming of attribute sets is as shown below. 

 

The accuracy of model rises for many attribute sets as  long as the size of training set is enlarged. The 
dissimilarity of the sensitivity and specificity is represented in below figures. 
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Fig. Sensitivity for varying training-test set ratio of classification model 

 

Fig. Specificity for varying training-test set ratio of classification model 

The accuracy of the proposed work is graphically represented below. 

 
Graphical representation of accuracy of the model 

5. CONCLUSION 

This paper represents the way of creating a classification model by making use of a recursive 
partitioning algorithm which then implements this model for chosen dataset so as to classify patient’s 
data whether they are diabetic or not. It is helpful in prediction of risk of being affected by diabetes on 
another dataset. Finally, the performance our model is verified by making use of the performance 
measures like accuracy, specificity and sensitivity. By changing the size of our training dataset, 
performance of the algorithm is being enhanced by using feature subset selection. 
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