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ABSTRACT

Mobile Ad hoc Networks are extremely exposed to attacks because of the self-motivated nature of its network infrastructure. Out of all these attacks, routing attacks need sizable attention since it could root the most upsetting harm to MANET. There exist several intrusion response techniques to mitigate such critical attacks, still the existing solutions typically attempt to isolate malicious node based on immature unclear response decisions. However these responses may consequence in the unforeseen network separation, causing supplementary damages to the network infrastructure, and also could lead to ambiguity in countering routing attacks in MANET. In this project an intrusion response mechanism is implemented to thoroughly deal with the recognized routing attacks. This approach is based on an extended Dempster-Shafer mathematical theory of evidence with belief of value factors.
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INTRODUCTION

Mobile Ad hoc Network is a self governing system of movable nodes connected by wireless links. Every node functions as a router to move on packets in addition to act as an end system. The nodes are free to move about and systemize themselves into network. These nodes change location repeatedly. A number of attacks are likely in MANET and among them routing attack could cause the worst damage. Quite a few work [1], [2], [3] concentrate on the intrusion response actions in MANET by separating un-cooperative nodes based on the node reputation derived from their behaviors. These responses often neglects the potential harmful side effects caught up with the response actions. These improper countermeasures in MANET may cause unexpected network separation. In this paper, Dempster Shafer Theory is used which has several characteristics. First one is, it facilitate us to describe both subjective and objective evidences with basic probability assignment & belief function. Second it supports Dempster rule of combination to combine several evidences together with probable reasoning. To tackle the limitations of this Dempster rule of combination Dempster rule of combination with value factors in DS evidence model is introduced. In this paper a response mechanism to thoroughly cope with routing attacks in MANET is proposed. The paper structuring is as follows: Section II provides the related work in MANET intrusion detection & response systems. Section III provides problem definition Section IV express how our extended D-S Evidence model can be incorporated with value factors & mathematical modeling. Section V conveys fine points of our intrusion response mechanism Section VI Performance metrics and Results Section VII concludes the paper.

RELATED WORK

A number of study efforts have been made to look for preventive solutions [11], [12], [13], [14] for protecting the routing protocols in MANET. Even though these approaches can prevent illegal nodes from joining the network, they bring in a major operating cost for key exchange and verification with the limited intrusion removal. Besides, prevention based techniques are less supportive to deal with malicious insiders who hold the genuine identification to communicate in the network. Many IDSs for MANET have been lately introduced. Due to the nature of MANET, most IDS are structured to be
With identified attack features, which are impractical to deal with new attacks. On the other hand, statistics-based approaches, such as Watchdog [16], and [17], evaluate network behavior with typical behavior patterns, which consequence in higher false positives rate than specification-based ones. Because of the existence of false positives in both MANET IDS models, intrusion alerts from these systems always go together with alert confidence, which indicates the likelihood of attack incident. Intrusion response system (IRS)[18] for MANET is encouraged by MANET IDS. In [9] and [10], malicious nodes are cut off based on their reputations. Their effort fails to take benefit of IDS alerts and straightforward separation may root surprising network partition. Wang et al.[19] brought the idea of cost-sensitive intrusion response which considers topology dependency and attack damage. The benefit of the solution presented here is to put together evidences from IDS, local routing table with expert information, and countermeasures with a mathematical reasoning approach.

Risk-aware approaches. When it comes to make response decisions [20], there always exist natural ambiguity which leads to unpredictable risk, particularly in security and intelligence arena. Risk-aware approaches are introduced to deal with this difficulty by complementary action benefits and harm trade-offs in a quantified way. [21] Applied dynamic risk-aware mechanism to decide whether an access to the network should be denied or allowed.

**PROBLEM DEFINITION**

In MANET, improper countermeasures in MANET may cause unexpected network separation. However, risk judgment is still a nontrivial challenging difficulty due to its involvements of subjective knowledge, objective evidence, and logical reasoning. [19] Projected a immature unclear cost-sensitive intrusion response solution for MANET. Their cost model took subjective knowledge and objective evidence into account but omitted a flawless mixture of two properties with logical reasoning. [22] Adopted Dempster-Shafer theory to calculate the risk of attacks and responses. However, as acknowledged in [23], their model with Dempster’s rule treats evidences uniformly without differentiating them from each other. The majority of the effort addressed the intrusion response actions in MANET by separating uncooperative nodes based on the node reputation resulting from their behaviours. Such a straightforward response against malicious nodes often neglects probable negative side effects caught up with the response actions. In MANET set-up, inappropriate countermeasures may cause the surprising network partition, bringing added damages to the network infrastructure. To deal with this drawback, this paper presents a Dempster’s rule of combination with a concept of value factors in DS evidence model.

**Extended Dempster-Shafer Theory of Evidence**

The Dempster-Shafer Mathematical theory of evidences is both a theory of evidence and a theory of probable reasoning. The degree of belief models the evidence, while Dempster rule of combination is the procedure to aggregate and summarize a corpus of evidences. However previous research efforts identify several limitations of the Dempster’s rule of combination [4].

**Associative** For DRC, the order of the information in the aggregated evidences doesn’t impact the result.

**Non Weighted** DRC implies that we trust all evidences equally [6]. However in reality our trust on different evidences may differ. In another words it means we should consider various factors for each evidence. [8] Proposed rules to weight for different evidences in their proposed rule is ineffective and insufficient to differentiate and prioritize different evidences in terms of security & criticality.

**Value Factors and Belief Functions** In DS Theory propositions are represented as subsets of a given set. Suppose $\Theta$ is a finite set of states, and let $2^\Theta$ denote the set of all subsets of $\Theta$. DS theory calls $\Theta$ a frame of discernment. When a proposition corresponds to a subset of frame of discernment, it implies that a particular frame discerns the proposition.

Definition 1.Value Factor (VF) is a positive real number linked with the significance of evidence.
Definition 2. An Evidence $E$ is a 2-tuple $<m, VF>$, where $m$ describes the basic probability assignment [5]. Basic probability assignment function $m$ is defined as follows:

$$m(\Phi) = 0 \quad (1)$$

$$\sum_{A \subseteq \Theta} m(A) = 1 \quad (2)$$

According to [4], a function $\text{bel} : 2^\Theta \rightarrow [0,1]$ is a belief function over $\Theta$ if it is given by (3) for some basic probability assignment $m : 2^\Theta \rightarrow [0,1]$

$$\text{Bel}(A) = \sum_{B \subseteq A} m(B) \quad (3)$$

For all $A \in 2^\Theta$, $\text{Bel}(A)$ describes a measure of total beliefs committed to the evidence $A$.

Given several belief functions over the same frame of discernment and based on distinct bodies of evidence, Dempster rule of combination, which is given by (4), enables us to compute the orthogonal sum, which describes the combined evidence.

Suppose $\text{Bel}_1$ & $\text{Bel}_2$ are belief functions over the same frame $\Theta$, with basic probability assignment $m_1$ and $m_2$. Then the function $m : 2^\Theta \rightarrow [0,1]$ defined by $m(\Phi) = 0$ and

$$m(C) = \frac{\sum_{A \cap B = 0} m_1(A_i)m_2(B_j)}{1 - \sum_{A \cap B \neq 0} m_1(A_i)m_2(B_j)} \quad (4)$$

For all non-empty $C \subseteq \Theta$, $m(C)$ is a basic probability assignment which describes the combined evidence.

Suppose $VF_1$ and $VF_2$ are Value factors of two independent evidences named $E_1$ and $E_2$, respectively. The combination of these two evidences implies that our total belief to these two evidences is 1, but in the same time, our belief to either of these two evidences is less than 1. And we define the Value factors of the combination result equals to $(VF_1 + VF_2)/2$.

Definition 3. Extended D-S Evidence model with Value factors: Suppose $E_1 = <m_1, VF_1>$ and $E_2 = <m_2, VF_2>$ are two independent evidences, then the combination of $E_1$ and $E_2$ is $E = <m_1 \oplus m_2, (VF_1 + VF_2)/2>$, where $\oplus$ is Dempster’s rule of combination with value factors.

Algorithm for combination of multiple evidences

Algorithm 1. CME

INPUT: $E_P$ the Pool of Evidence

OUTPUT: One Evidence

$|E_P| = \text{sizeof}(E_P)$

While $|E_P| > 1$ do

Pick two evidences with least VF in $E_P$ named $E_1$ & $E_2$;

Combine these two evidences,

$E = <m_1 \ominus m_2, (VF_1 + VF_2)/2>$

Remove $E_1$ & $E_2$ from $E_P$;

Add $E$ to $E_P$;

End

Return the evidence in $E_P$

Intrusion Response Mechanism

In this section, Intrusion Response Mechanism is expressed based on quantitative risk estimation & quantitative risk tolerance. Instead of applying simple isolation of malicious nodes, this approach adopts an isolation mechanism in a temporal manner based on risk value. Risk review is performed
with extended DS evidence theory for both attacks and corresponding countermeasures to make more precise response choice illustrated in following Figure 1.

![Intrusion Response Mechanism for MANET routing attack](image)

Each node in the system formulates its own response choice based on the proofs & its personal individual benefits. Hence some nodes in MANET may separate the malicious node, but others may still be in cooperation with due to high dependency relationships. This Intrusion response mechanism is divided into the following steps as shown in Fig 1:

**Proof Gathering** In this step Intrusion Recognition System (IRS) gives an attack alert with a confidence value, and then Routing Table Alteration Detector (RTAD) runs to figure out how many changes on routing table are caused by the attack.

**Risk review** Alert Confidence from Intrusion Recognition System, and the routing table altered information could be further considered as independent proofs for risk calculation and combined with The extended DS Theory. Risk of countermeasures is calculated as well during a risk review phase. Based on the risk of attacks & the risk of countermeasures, the entire risk of an attack could be figured out.

**Choice Making** The Adaptive Choice making module presents a flexible response decision-making mechanism, which takes risk estimation & risk tolerance into account. To

Fine-tune temporary isolation level a user can set different thresholds to fulfil goals.

**Intrusion Response** by means of the output from risk review & choice making module, the corresponding response actions, including routing table recovery & node isolation, are carried out to lessen attack damages.

**Selection of proofs/Evidences**

Confidence level of alerts from Intrusion recognition System is considered as the subjective knowledge in Evidence 1. In terms of objective evidence different routing table modification cases are analysed. There are three basic items in OLSR routing table (destination, next hop, distance). Thus routing attacks can cause existing routing table entries to be missed, or any item of routing table entry to be changed.

**Evidence 1 Alert Confidence** The confidence of attack recognition by the Intrusion Recognition System is provided to address the possibility of the attack occurrence. Since the false alarm is a serious problem, the confidence factor must be considered for the risk review of the attack. The basic probability assignments of Evidence 1 are based on three equations specified below:

\[
M(\text{Insecure}) = C, \quad C \text{ is confidence given by IRS} \tag{5}
\]

\[
M(\text{Secure}) = 1 - C, \tag{6}
\]

\[
M(\text{Secure, Insecure}) = 0 \tag{7}
\]
Evidence 2 Missing Entry: The evidence indicates the proportion of missing entries in routing table. Link with holding attack or node isolation countermeasures can cause possible deletion of entries from routing table of the node.

Evidence 3 Changing Entry I: The evidence represents the proportion of changing entries in the case of next hop being the malicious node. In this case malicious node builds a direct link to this node. So it is highly possible for this node to be the attacker’s next target. Malicious node could drop all the packages to or from the target node, or it can behave as a normal node and wait for future attack actions. Note that isolating node cannot cause this case.

Evidence 4 Changing Entry II: This evidence shows the proportion of changed entries in the case of different next hop (not the malicious node) and the same distance. Impacts on the node communication should be very minimal in this case. Both attacks and countermeasures could cause this case.

Evidence 5 Changing Entry III: This evidence points out the proportion of changed entries in the case of different next hop (not the malicious node) & the different distance. Similar to Evidence 4, both attacks & countermeasures could result in this evidence. The path change may also affect routing cost and transmission delay of the network.

Combination of Evidences

For simplicity we call the combined evidence for an attack, $E_A$ and the combined evidence for a countermeasure, $E_C$. Thus, $Bel_A$(Insecure) and $Bel_C$(Insecure) represent risk of attack ($Risk_A$) and countermeasure ($Risk_C$) respectively. The combined evidences $E_A$ and $E_C$ are defined in (8) and (9). The entire risk value derived from $Risk_A$ and $Risk_C$ is given in (10).

\[
E_A = E_1 \oplus E_2 \oplus E_3 \oplus E_4 \oplus E_5 \tag{8}
\]

\[
E_C = E_2 \oplus E_4 \oplus E_5 \tag{9}
\]

Where $\oplus$ is Dempster’s rule of combination with Value Factors?

\[
Risk = Risk_A - Risk_C = Bel_A$(Insecure)$-Bel_C$(Insecure) \tag{10}

Adaptive Decision Making

Adaptive choice making module is based on quantitative risk estimation and risk tolerance, which is shown in fig 2.

![Fig2. Adaptive Choice Making](image)

The response level is additionally divided into multiple bands. Each band is associated with an isolation degree, which presents a different time period of the isolation action. The response action and band boundaries are all determined in accordance with risk tolerance and can be changed when
risk tolerance threshold changes. The upper risk tolerance threshold (UT) would be associated with permanent isolation response. The lower risk tolerance threshold (LT) would remain each node intact. The band between the upper tolerance threshold and lower tolerance threshold is associated with the temporary isolation response, in which the isolation time (T) changes dynamically based on the different response level. The value of lower risk tolerance threshold is 0 initially if no additional information available. It implies when risk of attack is greater than risk of isolation response, the isolation is needed. If other information is available, it could be used to adjust thresholds. For example node reputation is one of the important factors in MANET security. That is if compromised node has high or low reputation level the response module can intuitively adjust the risk tolerance thresholds accordingly.

PERFORMANCE METRICS AND RESULTS

Network Simulator (NS2) tool is selected to carry out the simulation. NS2 provide technologies, protocols, communication devices for academic research, assessment and improvement. It is efficient, easy and user friendly. This gives the result visualization in better way.

The impact of the number of nodes on different performance metrics is depicted from figure 3 to 13 keeping on all parameter shown in Table 2.

Table 1. Simulation parameters

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Simulator</td>
<td>NS 2.34</td>
</tr>
<tr>
<td>2</td>
<td>Channel Type</td>
<td>Wireless Channel</td>
</tr>
<tr>
<td>3</td>
<td>Antenna Type</td>
<td>Omni directional</td>
</tr>
<tr>
<td>4</td>
<td>Underlying MAC Protocol</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>5</td>
<td>Propagation Model</td>
<td>Two Ray Ground</td>
</tr>
<tr>
<td>6</td>
<td>Queue</td>
<td>PriQueue</td>
</tr>
<tr>
<td>7</td>
<td>Area</td>
<td>1000 x 1000 sq m</td>
</tr>
<tr>
<td>8</td>
<td>Simulation Time</td>
<td>200 sec</td>
</tr>
<tr>
<td>9</td>
<td>Pause Time</td>
<td>25 sec</td>
</tr>
<tr>
<td>10</td>
<td>Traffic Type</td>
<td>CBR(UDP)</td>
</tr>
<tr>
<td>11</td>
<td>Speed</td>
<td>4 m/s</td>
</tr>
<tr>
<td>12</td>
<td>Nodes</td>
<td>50</td>
</tr>
<tr>
<td>13</td>
<td>Mobility Model</td>
<td>Random Waypoint</td>
</tr>
</tbody>
</table>

Figure 3 shows for variation of number of nodes from 50 to 150 packet delivery ratio with attacker is around 90 to 100 where as packet delivery ratio without attacker is around 80 to 90 for the node range.
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Of 50 to 80 and it goes down to 30 as we change number of nodes from 80 to 150.

As shown in figure 4 number of nodes are varied from 50 to 150 for which improved control overhead achieved without attacker over control overhead with attacker.

As we can see the figure 5 there is not much variation in delay as the number of nodes are varied from 50 to 150. Improved delay that is close to 0 achieved without attack whereas with attack it’s close to 2 to 3.

As shown in following figure 7 packet dropping ratio is more and in increasing order as the number of nodes are increased with attacker but without attacker its showing improvement in average energy consumption with minor changes when the number of nodes varied from 50 to 150.

As shown in figure 8 Nodes Vs Jitter as we increase the number of nodes Jitter is also increased in with attacker on the other hand without attacker its giving improvement in Jitter and its very close to constant 100.

As we can see in following figure 9 changes in normalized overhead is very little but from there it’s showing increase in normalized overhead with attacker whereas without attacker it’s very less and not much increase in this overhead.

Throughput of the system with attacker as shown in figure 10 is reduced from around 140 to 40 on the other hand throughput of the system without attacker not showing any major reduction so its maintaining the systems throughput without attacker.
As the figure 11 shows the residual energy change is very less in case of system without attacker while the graph of system with attacker is declining as number of nodes is varied from 50 to 150.

As can be seen from figure 12 packet dropped in the nodes range 50 to around 75 is close to constant but from there till 150 nodes packets dropped with attacker are increasing while on the other case without attacker its showing packet dropping results close to 0.

CONCLUSION

Intrusion Response mechanism for routing attack in Mobile Ad hoc network is implemented. This approach considered the potential damages of attacks and countermeasures. In order to measure the risk of both attacks and countermeasures, Dempster Shafer Mathematical theory of Evidence is extended with a notion of value factors. With this, Nodes in MANET can have precise decision about No Isolation, temporary Isolation or Permanent Isolation which ultimately protects MANET from harmful immature response to routing attacks. Performance and feasibility of this approach is investigated with some metrics. Investigation outcome verified the usefulness of this response system. Results and graphs clearly shows packet delivery ratio, Throughput and residual energy doesn't affect much with changing number of nodes in the system without attacker improving system performance whereas in system with attacker all three are affected decreasing system performance. Also control overhead, delay, Average energy consumption, drop ratio, jitter, Normalized overhead and packets dropped shows with increase in number of nodes improvement in system without attacker over with attacker. Hence with this intrusion response technique network is protected from hazardous damages of routing attacks and countermeasures in mobile ad hoc networks.
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