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INTRODUCTION 

A wireless sensor network (WSN) is a group of 

small sensor nodes, that are distributed in a 

space and wirelessly connected to each other, 

forming a network. Such a network allows 

measuring environmental points of interest 

using the sensors equipped in the nodes. Each 

node is a small device that can be thought of as 

a tiny computer being equipped with a wireless 

radio, one or more sensors, its own processor 

and a power supply. The processor of a sensor 

node makes up a processing unit which 

generally has a small storage unit. The sensors 

make up a sensing unit generally equipped with 

an analog-to-digital converter (ADC), which is 

responsible for converting the analog signals 

from the observed phenomenon to digital ones 

[1].  

Figure is a representation of the general sensor 

node architecture. 

 

Figure1. Sensor Node Architecture 

Such a sensor node architecture guarantees that 

each node has communication, sensing and 

computing capabilities [2]. The nodes may be 

mobile, with unpredictable or deterministic 
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movement patterns, or stationary [3]. Developments 

in micro-electrical-mechanical systems technology 

and digital electronics allowed for the creation 

of these small nodes, that have the multiple 

functions described. They can be acquired for 

low-cost, have low energetic requirements and 

can communicate effectively in short distances. 

These are the conditions that allowed for the 

emergence of wireless sensor networks [1][4].  

The fact that each node has its own processor 

also means that sensor nodes can cooperate in 

collecting data and process the raw data in order 

to send only the required information, diminishing 

the computing requirements at the receiving 

ends [1].  

A sink node is the node that receives data from 

the WSN and routes it to a computer, reaching 

the end user directly, or to the Internet and from 

there to the end user. Figure 2 represents this 

process, in which sensors scattered in a sensor 

field route data to a sink node that in turn sends 

it to an end device. 

 

Figure2. Sensor Node Field Architecture 

There are other important concepts which have 

been widely studied in the context of WSNs, 

such as coverage and connectivity. The concept 

of coverage is related to the sensors of each 

node and their sensing range. It is said that a 

target area is covered if all the points of the area 

are inside the sensing range of at least one of the 

sensors. Whereas connectivity is related to the 

communication between nodes and is affected 

by the communication range of each node. It is 

said that an area has connectivity if every single 

node is connected to the sink node either 

directly or through a multi-hop path [5]. 

The main goal of this paper is to offer a 

comprehensive understanding of WSNs and 

introduce a practical scenario that may help to 

answer challenges associated with these networks. 

It means to achieve this by firstly exploring the 

background of WSNs: the wide areas of 

application of WSNs, providing examples in 

each, and the challenges faced by WSNs, 

explaining each challenge and giving examples 

of proposed solutions founded in the literature. 

After picturing the background of WSNs it 

presents our proposed scenario of autonomous 

robot path construction. It mentions both the 

requirements and the open issues that can be 

given answer through this scenario. The rest of 

the paper is organized as follows: Section 2 

presents the background of WSNs, Section 3 

focus on our scenario of autonomous robot path 

construction, Section 4 concludes the paper. 

WSNS BACKGROUND 

Throughout recent years these networks have 

been used in many different fields in various 

applications. Due to their characteristics they 

can be very useful and adaptable. We explore 

the fields in which they are used and give 

examples of specific applications for each of 

these fields. Due to their specific limitations and 

wide range of applications WSNs also face 

many different challenges. We mean to expose 

these challenges in categories and present solutions 

for these problems found in the literature. 

Applications of WSN 

Wireless sensor networks allow us to monitor 

environmental conditions with a higher degree 

of precision than ever before. Examples of 

conditions that can be measured are 

temperature, sound, humidity, wind, vehicular 

traffic, among many others. There are many and 

growing fields of applications for these types of 

networks, such as military, health, home, disaster 

relief, machinery monitoring, environment 

monitoring, volcanic monitoring, vehicle tracking, 

weather monitoring and network monitoring 

[2][1][5]. Figure 3 shows the general areas of 

WSNs applications. 
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Figure3. Applications of WSNs

Military applications were the first that motivated 

research and progress in the field of WSNs [6]. 

They take advantage of certain properties of 

these networks like the fact they can be deployed 

rapidly, they can have self-organization capabilities 

and the redundancy of nodes creates several 

routing paths which provides tolerance to failure 

of individual nodes. This allows them to be used 

for monitoring friendly forces, monitoring 

equipment and ammunition, communications, battle 

field surveillance, reconnaissance, targeting 

systems, battle damage assessment or chemical 

attack detection [1][4]. 

An example of health applications of WSN is 

recording and transmission of biosignals, 

namely the electrocardiogram, pulse wave and 

body weight, which are important parameters 

for cardiovascular monitoring [7]. Another 

example is an in-vehicle WSN platform capable 

of monitoring health risk factors due to long 

time sitting and driving [8]. It is also possible to 

monitor Electromyogram sensors in a Wireless 

Body Area Network so that the results can be 

determined and analysed by a physician or 

expert, despite the distance apart from patients 

[9]. A good use in hospital premises is the tracking 

of doctors and patients activity and health, through 

stationary and wearable sensors [10]. 

Examples of environmental applications of WSNs 

are animal tracking such as monitoring  wildlife 

with the goal of preserving endangered species 

[11], and also monitoring endangered animals 

that live in areas where human access is difficult, 

like polar regions [12]. Other environmental 

applications are the use of WSN to monitor 

conditions for irrigation and for precision 

agriculture, resulting in reducing water 

consumption and increasing the yield of crops by 

giving them uniform water [13][14][15]. WSNs 

are also used for chemical detection, such as 

heavy metal monitoring [16] and monitoring 

toxic gases in the environment [17].  

Detection of forest fires is another important use 

of WSNs, both through flame sensor modules, 

that aim at early detection of fire [18], and 

through analysing the noise power spectrum of 

forest fires, which can determine the type of 

forest fire and help in fighting it [19]. Flood 

detection is another important environmental 

application of WSNs, as they are used to build 

flood prediction systems [20] and flood warning 

systems [21]. Finally WSNs are also used to 

monitor water [22] and air pollution [23][24] [25]. 

Home applications are based on home automation 

and smart automation, such as monitoring and 

controlling environmental, safety and electrical 

parameters of the house [26], with uses such as 

fire detection, gas leakage detection and 

determination of whether any door is closed or 

open [27]. 

Challenges in WSNs 

WSNs have specific challenges presented in 

Figure 4. Such as limited energy supply, 

localization of nodes, node deployment, limited 

storage and routing [5]. These and other research 

challenges are discussed in the next subsections. 

 

Figure4. Challenges in WSNs 
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Limited Energy Supply 

Many times the area where the network is to be 

deployed does not have infrastructure to supply 

energy to the sensor nodes [2]. Hence arises the 

problem of the limited energy supply of each 

node. The fact each sensor node needs to be 

equipped with a battery makes them susceptible 

to failure if the battery is depleted. Changing 

batteries may not be an option in situations like 

monitoring volcanoes, battlefields or earthquakes. 

In the case of node failure, due to depletion of 

its energy supply, the network may suffer from 

coverage holes and data may not reach the sink 

node, breaking network connectivity [5]. It is 

also important to guarantee that network lifetime is 

enough to accomplish what is required by the 

network application in question [28]. These 

problems bring our attention to the need to 

conserve energy, so that we can prolong network 

lifetime and avoid problems of coverage and 

connectivity. 

In order to present possible solutions, it is first 

important to understand how energy is spent in a 

sensor node. First the communication unit has a 

much higher consumption than the computing 

unit. The radio transceiver spends about the 

same in reception, transmission or while in idle 

mode, but a lot less when in sleep mode. The 

sensing unit may also spend a considerable 

amount of energy, but this heavily depends on 

the specific application of the network [28].  

Attempts at reducing energy consumption can 

be categorized in three main techniques: duty 

cycling, data-driven approaches and mobility 

[28]. Duty cycling is based on turning off the 

radio transceiver or changing it to sleep mode 

when it is not required [29]. Data-driven 

approaches focus on avoiding sending redundant 

data, for example samples with high spatial and 

temporal correlations, and using special nodes 

called cluster heads to perform aggregation 

techniques that minimize data size and forward 

it to the sink node [30]. Data-driven approaches 

also propose reducing the consumption of the 

sensing unit, by limiting the amount of sampled 

data, while trying to maintain enough sensing 

accuracy for the purpose of the network 

application [31]. Mobility approaches focus on 

having the mobile nodes collect the data from 

stationary nodes, creating a communication in 

proximity and not through a multi-hop path to 

the sink node, thus reducing energy spent in 

communication [32]. If the energy spent in 

making nodes mobile is too high, than sensor 

nodes can be attached to mobile entities that 

move around the sensing filed, such as vehicles 

or animals [28]. 

Localization of Nodes 

The challenge of localization in WSNs means 

that many times it is necessary to know the 

location of each node after it’s been deployed. 

This assumes the nodes are not manually 

deployed and their localization is not previously 

known. Such is the case in situations like natural 

disasters or military reconnaissance. The reason 

for the necessity of the location of each node is 

that without location information the sensing 

information given by a node might be imprecise 

or even useless. The location information is also 

the basis of many applications of WSNs like 

navigation, tracking or rescue operations [3][33] 

[34].  

There are many algorithms to deal with the 

localization problem, they can be classified in 

broad categories such as being centralized or 

distributed, anchor based or anchor less, range 

based or range free [35].  

Centralized algorithms have a central base 

station. A base station is a special node that 

routes information from the network to a PC. 

This base station is also responsible for computing 

the localization of the nodes. The main problem 

with these algorithms is the computing overhead 

and increase in system cost [36][37][38].  

In distributed algorithms the computing is done 

by each node. Each is responsible for figuring 

out their own location and the nodes communicate 

with one another to find their place in the WSN 

[39].  

In anchor based algorithms there are several 

nodes whose locations are previously known, 

these are called anchor or beacon nodes. Each 

anchor node acts as a point of reference. Thus, 

more anchor nodes lead to a lesser average of 

localization errors. The problem with this 

approach is that the cost of the system increases 

because of having these special nodes with more 

capabilities [37][40][41][42]. 

The anchorless algorithms don’t use special 

nodes but instead focus on creating a map of the 

nodes by measuring the distance between nodes 

[43][44][45]. 

Range-based algorithms uses range based 

techniques with the help of sensors and other 

node capabilities to estimate the absolute position 

of the unknown or non-anchor node. They have 

a good precision but might require additional 

sensors, increasing the cost of the system, might 
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have a high complexity, increasing the computing 

overhead, and also have large communication 

overhead between nodes, which strains the 

energy limitation of each node [34][42][46][47]. 

Range-free algorithms do not measure absolute 

distance or orientation of the nodes but instead 

estimate the distance between two nodes using 

messages exchanged between them. Such 

algorithms have a lower cost, not requiring specific 

hardware, and low computation requirements, 

which is appropriate for larger WSNs. But if 

enough messages aren’t exchanged between 

nodes the localization accuracy of these 

algorithms drops a lot [34][48][49][50]. 

Node Deployment 

The problem of node deployment is very important 

because it affects critical network areas such as 

coverage, connectivity and network lifetime. 

The problem of optimal sensor deployment can 

be defined in two forms. The first is: given a 

sensor node with a certain sensing range to find 

the smaller number of nodes required to cover 

the entire area to be monitored. The second is: 

given a fixed number of sensor nodes to find the 

minimum sensing range that guarantees the area 

will be fully covered [51]. Deployment of the 

nodes can be done either in a deterministic way, 

in which the location of the nodes is previously 

known, or in a random way, in which the nodes 

possess self-configuration capabilities and 

should locate themselves properly, without any 

user assistance, in order to guarantee the desired 

network characteristics, such as coverage and 

connectivity. The latter is used in applications 

such as battlefield monitoring, disaster areas or 

underwater. The problem with random 

deployment is that it does not guarantee coverage 

of the whole area of interest or network 

connectivity. Nodes out of communication range 

will also reduce the possible routing paths, 

increasing energy consumption and decreasing 

the data throughput [52][53]. 

Many algorithms have been proposed to deal 

with the node deployment problem. They are 

usually specific to the application of the networks 

and the characteristics of the sensors. Examples 

of algorithms to deal with this problem are the 

artificial bee colony, particle swarm optimization, 

genetic algorithm and artificial immune system 

[54]. 

The artificial bee colony (ABC) algorithm is 

inspired by the behaviour of bees while foraging 

for food. Three types of bees are considered: 

employed bees, onlookers and scout bees. 

Employed bees exploit food resources and give 

information about food sources to onlookers 

when they return to the hive. Scout bees always 

look for new food sources. If the scout bees find 

a good quality food source, they do a dance 

when they return to the hive which informs the 

other bees about it, this dance is called the 

waggle dance. For the context of the algorithm 

each of the food sources is considered a solution 

to the problem and the quality of the food source 

is the fitness value of the solution. Firstly, 

employed bees are associated to random food 

sources or solutions, and in each iteration the 

bees evaluate food sources near its current food 

source and evaluate its quality or fitness value. 

And so, the food sources with more quality will 

have more onlookers. If quality does not 

improve over a certain number of iterations the 

bee becomes a scout [51]. The ABC algorithm is 

used to find optimal locations for sensor nodes, 

such as in [55], where the two main concerns 

are coverage of a target area and network 

connectivity. 

Another algorithm used to deal with the node 

deployment problem is the particle swarm 

optimization. This approach consists of imitating 

the behaviour of a flock of birds. The idea is that 

a swarm of particles explores a spatial dimension 

looking for a solution to a certain problem, much 

like birds that regulate their direction by their 

neighbors and their own experience. The swarm 

intelligence approach used by this algorithm is 

very useful to find solutions to optimize real 

world problems that have a degree of uncertainty, 

for example optimizing the coverage area of the 

network [54]. It is also used to move the sensor 

nodes from an initial position, obtained from 

random deployment, to new positions obtained 

by the optimization algorithm, such as in [56], 

where new positions intend to maximize 

network lifetime. 

The genetic algorithms are also used to deal 

with the node deployment problem. The basis of 

this algorithm is Darwin’s theory of the 

evolution of species, in which genetic advantages 

are carried from generation to generation 

assuring the survival of the species that better 

adapt to the environment. It consists of several 

steps such as: selecting an initial population, 

representing the chromosomes, applying a 

fitness function, selecting chromosomes, applying 

crossover and mutation and eventually reaching 

a termination point. The genetic algorithm is 

used to deal with deployment problems such as 

in [57], in which the sensor nodes are randomly 
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deployed at first and then re-positioned using the 

genetic algorithm to achieve maximum network 

coverage, removing the overlap between nodes.  

Artificial immune system algorithms copy the 

functions of the biological immune system 

which recognizes and attacks pathogens. These 

algorithms typically use two main entities, 

antibodies and antigens, and go through several 

stages such as the clustering phase, the 

presentation phase, the activation phase, the 

clonation-mutation phase and the suppression 

phase. The cloning, mutation and selection is 

responsible for the long term adaptation, while 

short term adaptation is accomplished by the 

antibodies covering the zone where antigens are 

[58]. It is used in WSNs with mobile nodes as a 

way to redeploy nodes after initial random 

deployment, such as in [59], where it intends to 

maximize network coverage while minimizing 

the total distance of movement by sensor nodes. 

Routing 

One of the most important challenges in the 

context of WSNs is that of routing. A routing 

protocol aims to discover the best way between 

a source node and a destination node. It is what 

guarantees the communication between nodes 

and between nodes and a base station. Due to 

the specific characteristics of WSNs many 

problems arise when considering routing 

protocols. The goal would be to maximize the 

lifetime of the network, preventing degradation 

of connectivity. The challenges to this goal are 

the limitations in power supply of the nodes, 

transmission bandwidth and processing capability. 

Other challenges related to routing are that of 

node deployment, scalability, coverage, 

connectivity and security. Good routing protocols 

are required to deal with these challenges, being 

responsible for discovering and maintaining 

routes that are energy efficient and reliable 

[60][6][61]. 

Routing protocols can be categorized by 

different criteria. If we consider the structure of 

the network, we can distinguish three types of 

routing protocols, namely flat-based routing 

[62], in which all the nodes have the same 

functions, hierarchical-based routing [63], in 

which different nodes have different functions, 

and location-based routing [64], in which the 

locations of the nodes plays an important role in 

how to route the data. If we consider the protocol 

operation instead, we can classify routing protocols 

as multipath-based, query-based, negotiation-

based, QoS-based or coherent-based [61]. 

Multipath-based routing protocols use multiple 

paths with the goal of improving network 

performance. The fact that more paths exist 

between a source and a destination can be used 

in the case that one path fails, because it 

increases the reliability of the network. The 

price to pay is that maintaining more paths 

increases energy consumption and thus reduces 

the lifetime of the network, in the case of each 

node having finite non-replaceable batteries, and 

increases network traffic, because the paths are 

maintained by periodic messages between nodes 

[65][66]. 

In query-based routing, the destination nodes 

emit a query for data to the whole network, the 

node that has the data will send it to the node 

that emitted the query [67][68][69]. 

Negotiation-based routing uses data descriptors 

that are used to eliminate redundant communi- 

cations. The decisions of communication are 

thus negotiated between the nodes and these 

decisions are also based on available resources 

[70][71]. 

In Quality of Service (QoS) based routing the 

network is forced to satisfy certain QoS metrics, 

such as delay, energy or bandwidth, when 

routing data to a base station [67][68]. 

In coherent routing, raw data is only minimally 

processed by local nodes. This processing 

usually means being time stamped and the 

suppression of duplicate data. Then, the data is 

sent to other nodes, called aggregators that will 

be responsible for the rest of the data processing 

tasks. It is a routing protocol that aims at 

improving the energy efficiency of the network 

by focusing heavy data processing task on 

special nodes [72][73][74]. 

WSN FOR AUTONOMOUS ROBOT PATH 

CONSTRUCTION 

After an overview of WSNs uses and challenges 

we focus on one specific scenario. We intend to 

deploy this scenario in the real world and use it 

in an attempt at testing solutions to challenges 

that have been identified for WSNs. 

Our scenario is to have a robot that moves from 

point A to point B, given that both points are 

indoor and be connected by a straight line. The 

robot achieves this goal by deploying a wireless 

sensor network. This robot, besides having 

movement capabilities, is also equipped with a 

node that has communication capabilities, is 

connected to a wireless network and can measure 

a received signal strength indication (RSSI). 
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There is one sink or master node, connected to a 

computer, through this node an end user can 

send movement commands to the robot and 

receive messages from the robot, for example 

getting the RSSI value. The robot will know when 

to deploy a new relay node based on the RSSI. 

If the RSSI value is below a predetermined 

threshold then the robot stops its movement and 

sends a message to the master node, informing it 

another stationary relay node needs to be deployed. 

The result is that the robot will construct a path of 

sensor nodes, that will allow him to move from 

point A to B, maintaining connectivity with the 

master node, as shown in Figure 5. 

 

Figure5. Autonomous Robot Path Construction 

This scenario fits into the definition of a Robotic  

Wireless Sensor Network (RWSN) given by 

[75]. Here RWSN is defined as a wireless 

network with mobile robotic nodes and sensor 

nodes, and assumes that all nodes have the 

capabilities to communicate wirelessly. A RWSN 

inherits challenges from both fields, robotics 

and WSN, but also has new specific problems, 

such as RSSI estimations when considering 

present and future locations of a robot [75]. 

We also find similar proposals such as [76], in 

which a WSN is deployed autonomously by a 

mobile robot, that can also restore the network 

by deploying additional sensor nodes. In this 

experiment a deployment and retrieval mechanism 

were mounted on the mobile robot. The mobile 

robot monitors the RSSI value to ensure 

communication between sensor nodes and 

deploys additional sensor nodes if a connectivity 

failure is detected. 

Scenario Requirements 

Following the above proposed scenario and 

assumptions, the requirements are discussed next. 

Network Scalability  

The system should support the deployment of a 

large number of sensors nodes so that it can 

extend a path long enough to meet the necessities 

of different applications. 

Network Coverage  

The sensing unit of each sensor node should 

have the capabilityto cover a target area required 

by different applications. 

Light Routing Protocols  

The system requires an efficient way to route 

packets through the sensor nodes that form the 

path back to the master node. Efficiency of 

routing is important for network applications 

and to guarantee that each sensor node does not 

waste too much energy routing packets, 

extending its life-time and thus the network 

life-time. 

Energy Constraints  

Each sensor node should be energy efficient as 

they are powered by a finite battery. Replacing 

or recharging batteries may not be an option. 

This means every node operation, such as 

routing, sensing or computing, must be sensible 

to energy constraints. 

Connectivity Assurance  

It is critical to maintain network connectivity 

because there is one routing path for packets to 

reach the master node. A single failure in 

connectivity compromises the entire network 

because any data beyond the point of failure will 

not be able to reach the master node. It is very 

important to build methods to detect failures and 

to restore connectivity in case of failure. 

Quality of Service  

The system should guarantee performance 

metrics that assure it can be used for different 

applications and in different environments. 

Fault Tolerance  

The system should be tolerant to failure in 

sensor nodes. It should incorporate a way to 

detect failure in nodes, due to depletion of 
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battery, physical destruction or others. It should 

also have a way to restore the network once 

failure in a sensor node occurs. 

Programmability 

The sensor nodes and the robot node should be 

programmable in order to accommodate different 

applications, changes in scenario parameters or in 

the environment. Programmability augments 

flexibility of the system and widens the range of 

possible applications.  

Open Issues 

The value of RSSI is very important in our 

scenario because the robot uses it to decide 

when to deploy another stationary node, which 

affects how the path is built. Measuring RSSI 

faces problems because the signal is affected by 

characteristics of the physical environment such 

as obstacles and the medium of propagation, 

which may cause fading, shadowing or 

interference [75]. Future research should focus 

on building a generic model for interference. It 

would also be very useful to perform experiments 

and collect real world data that can help us 

understand radio frequency properties in different 

environments, such as mines, undergrounds or 

firefighting environments [75]. 

Another issue related to our scenario is the 

degree of autonomy of the robot. The main 

purpose of the robot is to autonomously deploy 

a network. But at times it may be useful for the 

robot to be commanded by a human user, that 

sends the movement commands, or even other 

commands via the master node connected a 

computer. The problem here is switching the 

robot from fully-autonomous mode to human-

controlled mode and vice versa, how that switch 

is to be achieved and the consequences it may 

have on network connectivity, QoS and task 

allocation [77]. 

The problem of connectivity is a sine qua non of 

application functionality in WSNs. There are 

many reasons that may cause node failure, 

especially considering that in a lot of WSN 

applications the nodes are deployed in harsh 

environments, such as military applications in 

hostile areas. We can expect node failure from 

both internal limitations, such as limited battery 

life or mechanical flaws, and external forces, 

such as weather or intentional sabotage [78]. 

 The biggest problem here is when node failure 

causes the network to be separated into disjointed 

segments, thus breaking network connectivity, 

and causing a part of the nodes to not be able to 

communicate with a sink node. The inability of 

nodes to make data reach end users causes 

negative effects to network applications and 

may result in incalculable loss, in applications 

such as rescue operations. Connectivity also 

affects the robustness and maximum throughput 

of network communication [79]. If we consider 

single path deployments, in which there is only 

one route to the sink node, then the network is 

even more susceptible to path failure and loss of 

connectivity, seeing as any one node failure may 

cause it [5]. Guaranteeing better connectivity in 

the network is usually attempted by increasing 

the communication range of each node or 

otherwise increasing the number of nodes in the 

area [79]. Other attempts are focused on 

restoring network connectivity after a  node 

failure compromises it [80]. 

Many approaches have been tried in order to 

restore network connectivity and two main 

categories of approaches can be mentioned. The 

first is to deploy additional nodes to the location 

of the network failure. The second is to take 

advantage of the capabilities of a mobile node 

and move it to restore network connectivity, this 

obviously requires at least one node with 

moving capabilities in the network [81]. This 

approach is based on implementing a connectivity 

restoration algorithm in a mobile node for it to 

restore connectivity [78]. It is also important to 

locate the network discontinuity or network cut 

to be able to restore it [82]. Different methods 

based on mobile nodes to restore network 

connectivity have been proposed.  

CONCLUSION 

The emergence of WSNs allows for many new 

possibilities that are still being explored. These 

possibilities make use of the specific 

characteristics of WSNs, such as the low cost of 

sensor nodes, self-deployment, self-organizing 

capabilities and the ability to monitor our 

environment with a higher degree of precision 

than ever before. This not only helps research 

and monitoring efforts but also allows for 

informed decision making, as well as prevention 

and alarm systems. For these reasons WSNs 

have been used in innumerable fields of 

application, such as military, health, home, 

disaster relief, among others. WSN have thus 

become an intricate part of almost every aspect 

of modern life and will play an important role in 

the development of future smart cities. 

Despite the large number of applications of 

WSNs, or maybe because of it, they still face 

many challenges. Nodes deployed in places 
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without an energy infrastructure face the 

problem of limited energy supply. This and 

harsh environment conditions, in applications 

such as disaster relief or military applications, 

may both cause node failure, which in turn can 

result in coverage and connectivity problems for 

the network. Issues such as node deployment, 

how to know the location of nodes in the 

network and routing are also critical in WSNs. 

All these challenges motivate many research 

efforts, as this paper has tried to show, while 

summarizing different approaches that have 

been attempted to resolve each issue. 

In order to give an experimental answer to some 

of the challenges described a practical scenario 

was proposed, in which a robot node deploys a 

wireless sensor network. Within this proposal 

some open issues were identified such as 

measuring RSSI, seeing as the signal is affected 

by the physical environment research to build a 

model for interference and collection of real-

world data in different environments would be 

very helpful. Also, the problem of degree of 

autonomy of the robot, which should answer 

how to switch from fully autonomous to human 

controlled and vice versa and deal with its 

consequences to the network. Finally, the issue 

of network connectivity was identified, due to 

its critical importance to any application of 

WSNs. In fact, without the ability to make data 

collected by the network reach an end user the 

network becomes pointless. The area of 

connectivity restoration seems of interest in this 

regard, namely through efforts of implementing 

connectivity restoration algorithms in mobile 

nodes, used to heal the network. 

ACKNOWLEDGMENTS 

The authors would like to acknowledge the 

company Inspiring Sci, Lda for the interest and 

valuable contribution to the successful development 

of this work. 

REFERENCES 

[1] Y. Sankarasubramaniam, E. Cayirci, others, 

and I. A. . Su, “A survey on sensor networks,” 

IEEE Commun. Mag., vol. 40, no. 8, pp. 102–

116, 2002. 

[2] S. Stage, P. Report, S. Kumar, R. No, and C. 

Science, “Design and deployment of Wireless 

Sensor Networks,” pp. 313–325, 2017. 

[3] M. Abdelhadi and M. Anan, “A three-

dimensional localization algorithm for wireless 

sensor networks using artificial neural networks,” 

MASS 2012 - 9th IEEE Int. Conf. Mob. Ad-Hoc 

Sens. Syst., vol. 2012-Janua, pp. 1–5, 2012. 

[4] K. E. Northern, “Wireless Sensor Network 

Testbeds : A Survey Wireless Sensor Network 

Testbeds :,” 2018 Int. Conf. Autom. Comput. 

Eng., no. March, pp. 159–163, 2016. 

[5] M. Farsi, M. A. Elhosseini, M. Badawy, H. 

Arafat Ali, and H. Zain Eldin, “Deployment 

techniques in wireless sensor networks, coverage 

and connectivity: A survey,” IEEE Access, vol. 

7, pp. 28940–28954, 2019. 

[6] S. P. Singh and S. C. Sharma, “A survey on 

cluster based routing protocols in wireless 

sensor networks,” Procedia Comput. Sci., vol. 

45, no. C, pp. 687–695, 2015. 

[7] K. Becher, C. P. Figueiredo, C. Mühle, R. Ruff, 

P. M. Mendes, and K. P. Hoffmann, “Design 

and realization of a wireless sensor gateway for 

health monitoring,” 2010 Annu. Int. Conf. IEEE 

Eng. Med. Biol. Soc. EMBC’10, pp. 374–377, 

2010. 

[8] X. Li, H. Huang, and Y. Sun, “DriTri: An in-

vehicle wireless sensor network platform for 

daily health monitoring,” Proc. IEEE Sensors, 

pp. 1–3, 2017. 

[9] M. U. H. Al Rasyid, D. Prasetyo, I. U. Nadhori, 

and A. H. Alasiry, “Mobile monitoring of 

muscular strain sensor based on Wireless Body 

Area Network,” Proc. - 2015 Int. Electron. 

Symp. Emerg. Technol. Electron. Information, 

IES 2015, pp. 284–287, 2016. 

[10] M. Marzencki, P. Lin, T. Cho, J. Guo, B. Ngai, 

and B. Kaminska, “Remote health, activity, and 

asset monitoring with wireless sensor networks,” 

2011 IEEE 13th Int. Conf. e-Health Networking, 

Appl. Serv. Heal. 2011, pp. 98–101, 2011. 

[11] R. Singh and G. M. Asutkar, “Survey on 

various wireless sensor network techniques for 

monitoring activities of wild animals,” ICIIECS 

2015 - 2015 IEEE Int. Conf. Innov. Information, 

Embed. Commun. Syst., pp. 1–5, 2015. 

[12] R. Vera-Amaro, M. E. R. Angeles, and A. 

Luviano-Juarez, “Design and Analysis of 

Wireless Sensor Networks for Animal Tracking 

in Large Monitoring Polar Regions Using Phase-

Type Distributions and Single Sensor Model,” 

IEEE Access, vol. 7, pp. 45911–45929, 2019. 

[13] I. Mat, M. R. M. Kassim, and A. N. Harun, 

“Precision irrigation performance measurement 

using wireless sensor network,” Int. Conf. 

Ubiquitous Futur. Networks, ICUFN, pp. 154–

157, 2014. 

[14] A. N. Harun, M. R. M. Kassim, I. Mat, and S. 

S. Ramli, “Precision irrigation using Wireless 

Sensor Network,” 2015 Int. Conf. Smart Sensors 

Appl. ICSSA 2015, pp. 71–75, 2015. 

[15] P. H. Tarange, R. G. Mevekari, and P. A. Shinde, 

“Web based automatic irrigation system using 

wireless sensor network and embedded Linux 

board,” IEEE Int. Conf. Circuit, Power Comput. 

Technol. ICCPCT 2015, pp. 1–5, 2015. 



Wireless Sensor Networks for Building Robotic Paths - A Survey of Problems and Restrictions 

20                        International Journal of Emerging Engineering Research and Technology V8 ● I1 ● 2020    

[16] W. Cai, H. X. Zhao, D. Ha, H. S. Guo, W. 

Zhang, and P. Wang, “Design of wireless 

sensor node based on a novel hybrid chemical 

sensor for heavy metal monitoring,” 2011 16th 

Int. Solid-State Sensors, Actuators Microsystems 

Conf. TRANSDUCERS’11, pp. 2114–2117, 2011. 

[17] J. Hayes, S. Beirne, K. T. Lau, and D. 

Diamond, “Evaluation of a low cost wireless 

chemical sensor network for environmental 

monitoring,” Proc. IEEE Sensors, pp. 530–533, 

2008. 

[18] E. S. Sasmita, M. Rosmiati, and M. F. Rizal, 

“Integrating Forest Fire Detection with 

Wireless Sensor Network Based on Long 

Range Radio,” Proc. - 2018 Int. Conf. Control. 

Electron. Renew. Energy Commun. ICCEREC 

2018, pp. 222–225, 2019. 

[19] A. A. Khamukhin and S. Bertoldo, “Spectral 

analysis of forest fire noise for early detection 

using wireless sensor networks,” 2016 Int. Sib. 

Conf. Control Commun. SIBCON 2016 - Proc., 

pp. 1–4, 2016. 

[20] I. R. Widiasari, L. E. Nugroho, and Widyawan, 

“Deep learning multilayer perceptron (MLP) 

for flood prediction model using wireless 

sensor network based hydrology time series 

data mining,” Proc. - 2017 Int. Conf. Innov. 

Creat. Inf. Technol. Comput. Intell. IoT, 

ICITech 2017, vol. 2018-Janua, pp. 1–5, 2018. 

[21] J. K. Roy, D. Gupta, and S. Goswami, “An 

improved flood warning system using WSN 

and artificial neural network,” 2012 Annu. 

IEEE India Conf. INDICON 2012, pp. 770–

774, 2012. 

[22] S. Zhang and L. Zhang, “Water pollution 

monitoring system based on Zigbee wireless 

sensor network,” 2011 Int. Conf. Electron. 

Commun. Control. ICECC 2011 - Proc., pp. 

1775–1779, 2011. 

[23] W. Y. Yi, K. S. Leung, Y. Leung, M. L. Meng, 

and T. Mak, “Modular sensor system (MSS) for 

urban air pollution monitoring,” Proc. IEEE 

Sensors, pp. 1–3, 2017. 

[24] M. Pavani and P. T. Rao, “Real time pollution 

monitoring using Wireless Sensor Networks,” 

7th IEEE Annu. Inf. Technol. Electron. Mob. 

Commun. Conf. IEEE IEMCON 2016, pp. 1–6, 

2016. 

[25] K. Hu, V. Sivaraman, H. Bhrugubanda, S. 

Kang, and A. Rahman, “SVR based dense air 

pollution estimation model using static and 

wireless sensor network,” Proc. IEEE Sensors, 

no. May, pp. 2–4, 2017. 

[26] N. Vikram, K. S. Harish, M. S. Nihaal, R. 

Umesh, A. Shetty, and A. Kumar, “A low cost 

home automation system using wi-fi based 

wireless sensor network incorporating internet 

of things (IoT),” Proc. - 7th IEEE Int. Adv. 

Comput. Conf. IACC 2017, vol. 100, pp. 174–

178, 2017. 

[27] R. S. Ransing and M. Rajput, “Smart home for 

elderly care, based on wireless sensor 

network,” 2015 Int. Conf. Nascent Technol. 

Eng. Field, ICNTE 2015 - Proc., pp. 1–5, 2015. 

[28] G. Anastasi, M. Conti, M. Di Francesco, and A. 

Passarella, “Energy conservation in wireless 

sensor networks: A survey,” Ad Hoc Networks, 

vol. 7, no. 3, pp. 537–568, 2009. 

[29] O. Landsiedel, E. Ghadimi, S. Duquennoy, and 

M. Johansson, “Low power, low delay: 

Opportunistic routing meets duty cycling,” 

IPSN’12 - Proc. 11th Int. Conf. Inf. Process. 

Sens. Networks, pp. 185–196, 2012. 

[30] M. Elshrkawey, S. M. Elsherif, and M. Elsayed 

Wahed, “An Enhancement Approach for 

Reducing the Energy Consumption in Wireless 

Sensor Networks,” J. King Saud Univ. - Comput. 

Inf. Sci., vol. 30, no. 2, pp. 259–267, 2018. 

[31] J. Botero-Valencia, L. Castano-Londono, D. 

Marquez-Viloria, and M. Rico-Garcia, “Data 

reduction in a low-cost environmental monitoring 

system based on LoRa for WSN,” IEEE Internet 

Things J., vol. 6, no. 2, pp. 3024–3030, 2019. 

[32] A. S. Nandrajog and R. Gite, “Life time 

performance analysis of WSN by energetic data 

collection using mobile sink in NS2,” Proc. 

2017 Int. Conf. Intell. Comput. Control Syst. 

ICICCS 2017, vol. 2018-Janua, pp. 909–914, 

2018. 

[33] S. Gu, Y. Yue, C. Maple, C. Wu, and B. Liu, 

“Challenges in mobile localisation in wireless 

sensor networks for disaster scenarios,” ICAC 

2013 - Proc. 19th Int. Conf. Autom. Comput. 

Futur. Energy Autom., no. September, pp. 60–

65, 2013. 

[34] W. Y. Jiang, P. Wan, Y. H. Wang, W. Su, and 

D. Liang, “A localization algorithm based on 

the hops for large-scale wireless sensor networks,” 

Proc. - 2014 Int. Conf. Wirel. Commun. Sens. 

Network, WCSN 2014, pp. 217–221, 2014. 

[35] V. Garg and M. Jhamb, “A Review of Wireless 

Sensor Network on Localization Techniques,” 

Int. J. Eng. Trends Technol., vol. 4, no. April, 

pp. 1049–1053, 2013. 

[36] M. Nsabagwa, J. Muhumuza, R. Kasumba, J. S. 

Otim, and R. Akol, “Minimal Idle-Listen 

Centralized Scheduling in TSCH Wireless Sensor 

Networks,” 2018 41st Int. Conf. Telecommun. 

Signal Process. TSP 2018, pp. 1–5, 2018. 

[37] A. Johansson, C. Roßberg, and U. Heinkel, 

“Centralized spring-based localization algorithm 

for large scale wireless sensor networks,” Int. 

Multi-Conference Syst. Signals Devices, SSD 

2012 - Summ. Proc., 2012. 

[38] H. Echoukairi, A. Kada, K. Bouragba, and M. 

Ouzzif, “A novel centralized clustering approach 

based on K-means algorithm for wireless sensor 

network,” Proc. Comput. Conf. 2017, vol. 2018 

-Janua, no. July, pp. 1259–1262, 2018. 



Wireless Sensor Networks for Building Robotic Paths - A Survey of Problems and Restrictions 

International Journal of Emerging Engineering Research and Technology V8 ● I1 ● 2020                        21 

[39] Y. Yun, Y. Xia, B. Behdani, and J. C. Smith, 

“Distributed algorithm for lifetime maximization 

in a delay-tolerant wireless sensor network with a 

mobile sink,” IEEE Trans. Mob. Comput., vol. 

12, no. 10, pp. 1920–1930, 2013. 

[40] Y. J. Fu, T. H. Lee, L. H. Chang, and T. P. 

Wang, “A single mobile anchor localization 

scheme for wireless sensor networks,” Proc.- 

2011 IEEE Int. Conf. HPCC 2011 - 2011 IEEE 

Int. Work. FTDCS 2011 -Workshops 2011 Int. 

Conf. UIC 2011- Work. 2011 Int. Conf. ATC 

2011, pp. 946–950, 2011. 

[41] J. Wang, Z. Wang, L. Zhang, F. Shi, and G. 

Song, “A new anchor-based localization algorithm 

for wireless sensor network,” Proc. - 2011 10th 

Int. Symp. Distrib. Comput. Appl. to Business, 

Eng. Sci. DCABES 2011, pp. 239–243, 2011. 

[42] M. Wu, J. Zhao, W. Dai, and X. Gui, “A Range 

-Based Adaptive Target Localization Method in 

Wireless Sensor Networks with Mobile Anchors,” 

Proc. 2018 2nd IEEE Adv. Inf. Manag. Commun. 

Electron. Autom. Control Conf. IMCEC 2018, 

no. Imcec, pp. 1205–1209, 2018. 

[43] C. P. Figueiredo, N. S. Dias, and P. M. Mendes, 

“3D Localization for biomedical wireless 

sensor networks using a microantenna,” Proc. 

1st Eur. Wirel. Technol. Conf. EuWiT 2008, no. 

October, pp. 45–48, 2008. 

[44] T. W. Pan and T. C. Hou, “Localization of 

moving nodes in an anchor-less wireless sensor 

network,” IEEE Wirel. Commun. Netw. Conf. 

WCNC, pp. 3112–3116, 2012. 

[45] Y. Xiong, N. Wu, and H. Wang, “On the 

Performance Limits of Cooperative Localization in 

Wireless Sensor Networks with Strong Sensor 

Position Uncertainty,” IEEE Commun. Lett., 

vol. 21, no. 7, pp. 1613–1616, 2017. 

[46] Y. Lv, S. Meng, D. Zhang, and Y. Huang, “A 

Range-Based Distributed Localization Algorithm 

for Wireless Sensor Networks,” Proc. - 2016 3rd 

Int. Conf. Inf. Sci. Control Eng. ICISCE 2016, 

pp. 1235–1239, 2016. 

[47] A. H. Alasiry and S. Ohyama, “Range-based 

localization with area verification for sparse 

distributed wireless sensor networks,” 2012 Int. 

Conf. Adv. Comput. Sci. Inf. Syst. ICACSIS 

2012 - Proc., pp. 43–46, 2012. 

[48] Y. Liu and Y. Zhang, “A better range-free 

localization algorithm in wireless sensor 

networks,” Proc. - 2016 IEEE Int. Symp. Comput. 

Consum. Control. IS3C 2016, pp. 132–135, 2016. 

[49] M. Guadane, W. Bchimi, A. Samet, and S. 

Affes, “Enhanced range-free localization in 

wireless sensor networks using a new weighted 

hop-size estimation technique,” IEEE Int. 

Symp. Pers. Indoor Mob. Radio Commun. 

PIMRC, vol. 2017-Octob, pp. 1–5, 2018. 

[50] V. Kalyani, “Enhancing Localization Accuracy 

in Wireless Sensor Networks using Range-free 

methods and RSS Measurements,” Proc. 2018 

Int. Conf. Recent Trends Adv. Comput. 

ICRTAC-CPS 2018, pp. 136–142, 2019. 

[51] S. K. Udgata, S. L. Sabat, and S. Mini, “Sensor 

deployment in irregular terrain using artificial 

bee colony algorithm,” 2009 World Congr. Nat. 

Biol. Inspired Comput. NABIC 2009 - Proc., 

pp. 1309–1314, 2009. 

[52] S. Garg and R. B. Patel, “Review of different 

deployment schemes in wireless sensor 

networks,” 3rd IEEE Int. Conf. , pp. 1–8, 2017. 

[53] S. T. Hasson and A. A. N. R. Finjan, “A 

suggested angles-based sensors deployment 

algorithm to develop the coverages in WSN,” 

Proc. 2nd Int. Conf. Inven. Syst. Control. ICISC 

2018, no. Icisc, pp. 547–552, 2018. 

[54] M. Kumar and V. Gupta, “A review paper on 

sensor deployment techniques for target 

coverage in wireless sensor networks,” 2016 

Int. Conf. Control Instrum. Commun. Comput. 

Technol. ICCICCT 2016, pp. 452–456, 2017. 

[55] V. Puri, A. Ramesh Babu, D. Nagarajan, and R. 

Yadav, “Optimization Approach for Sensor 

Deployment Problem in Wireless Sensor 

Network,” 2018 Int. Conf. Circuits Syst. Digit. 

Enterp. Technol., pp. 1–6, 2019. 

[56] A. Metiaf and Q. Wu, “Particle Swarm 

Optimization Based Deployment for WSN with 

the Existence of Obstacles,” 2019 5th Int. Conf. 

Control. Autom. Robot., pp. 614–618, 2019. 

[57] S. Kaur and R. S. Uppal, “Dynamic deployment 

of homogeneous sensor nodes using genetic 

algorithm with maximum coverage,” 2015 Int. 

Conf. Comput. Sustain. Glob. Dev. INDIACom 

2015, pp. 470–475, 2015. 

[58] M. Salvato, S. De Vito, S. Guerra, A. Buonanno, 

G. Fattoruso, and G. Di Francia, “An adaptive 

immune based anomaly detection algorithm for 

smart WSN deployments,” Proc. 2015 18th 

AISEM Annu. Conf. AISEM 2015, pp. 1–5, 2015. 

[59] C. Hunan and X. Hunan, “Immune System 

Based Redeployment Scheme for,” pp. 3–6. 

[60] A. Sarkar and T. Senthil Murugan, “Routing 

protocols for wireless sensor networks: What 

the literature says?,” Alexandria Eng. J., vol. 

55, no. 4, pp. 3173–3183, 2016. 

[61] J. N. Al-Karaki and  a E. Kamal, “W Ireless S 

Ensor N Etworks R Outing T Echniques in W 

Ireless S Ensor N Etworks : a S Urvey,” Ieee 

Wirel. Commun., vol. 11, no. December, pp. 6–

28, 2004. 

[62] D. A. A. Raj and P. Sumathi, “Analysis and 

comparison of EEEMR protocol with the Flat 

Routing Protocols of Wireless Sensor Networks,” 

2016 Int. Conf. Comput. Commun. Informatics, 

ICCCI 2016, pp. 1–5, 2016. 

[63] V. Jaya Lakshmy and V. Sindhu, “A structural 

analysis of few energy efficient hierarchical 

routing protocols in wireless sensor networks,” 



Wireless Sensor Networks for Building Robotic Paths - A Survey of Problems and Restrictions 

22                        International Journal of Emerging Engineering Research and Technology V8 ● I1 ● 2020    

Citation: José P. A. Amaro, João M. L. P. Caldeira, Vasco N. G. J. Soares and Pedro D. Gaspar, “Wireless 

Sensor Networks for Building Robotic Paths - A Survey of Problems and Restrictions”, International Journal 

of Emerging Engineering Research and Technology, 8(1), 2020, pp. 11-22. 

Copyright: © 2020 João M. L. P. Caldeira. This is an open-access article distributed under the terms of the 

Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any 

medium, provided the original author and source are credited.  

Proc. 2017 Int. Conf. Innov. Information, Embed. 

Commun. Syst. ICIIECS 2017, vol. 2018-Janua, 

pp. 1–4, 2018. 

[64] N. Cao et al., “The Comparisons of Different 

Location-Based Routing Protocols in Wireless 

Sensor Networks,” Proc. - 2017 IEEE Int. 

Conf. Comput. Sci. Eng. IEEE/IFIP Int. Conf. 

Embed. Ubiquitous Comput. CSE EUC 2017, 

vol. 2, pp. 324–327, 2017. 

[65] S. H. Liu, W. Zeng, Y. Lou, and J. Zhai, “A 

Reliable Multi-path Routing Approach for 

Medical Wireless Sensor Networks,” Proc. - 

2015 Int. Conf. Identification, Information, 

Knowl. Internet Things, IIKI 2015, pp. 126–

129, 2016. 

[66] F. Yu, “A multi-path transmission method for 

wireless sensor network based on network coding,” 

Proc. - 2018 Int. Conf. Virtual Real. Intell. Syst. 

ICVRIS 2018, no. 1, pp. 505–508, 2018. 

[67] I. R. Chen, A. P. Speer, and M. Eltoweissy, 

“Adaptive fault-tolerant QoS control algorithms 

for maximizing system lifetime of query-based 

wireless sensor networks,” IEEE Trans. 

Dependable Secur. Comput., vol. 8, no. 2, pp. 

161–176, 2011. 

[68] J. Sen and A. Ukil, “An adaptable and QoS-

aware routing protocol for wireless sensor 

networks,” Proc. 2009 1st Int. Conf. Wirel. 

Commun. Veh. Technol. Inf. Theory Aerosp. 

Electron. Syst. Technol. Wirel. VITAE 2009, pp. 

767–771, 2009. 

[69] Z. Sann and K. T. Minn, “Simulation of the 

rumor routing algorithm in sensor networks,” 

ICCRD2011 - 2011 3rd Int. Conf. Comput. Res. 

Dev., vol. 3, pp. 10–14, 2011. 

[70] R. Dutta, S. Gupta, and D. Paul, “Energy 

efficient modified SPIN protocol with high 

security in Wireless Sensor Networks using 

TOSSIM,” Proc. 2014 3rd Int. Conf. Parallel, 

Distrib. Grid Comput. PDGC 2014, pp. 290–

294, 2015. 

[71] X. Debao, W. Meijuan, and Z. Ying, “Secure-

SPIN: Secure sensor protocol for information 

via negotiation for wireless sensor networks,” 

2006 1st IEEE Conf. Ind. Electron. Appl., no. c, 

2006. 

[72] J. Rejina Parvin and C. Vasanthanayaki, 

“Gravitational search algorithm based mobile 

aggregator sink nodes for energy efficient 

wireless sensor networks,” Proc. IEEE Int. Conf. 

Circuit, Power Comput. Technol. ICCPCT 

2013, pp. 1052–1058, 2013. 

[73] R. Ashtikar, D. Javale, and S. Wakchaure, 

“Energy Efficient Secured Data Routing 

Through Aggregation Node in WSN,” 2017 Int. 

Conf. Comput. Commun. Control Autom. 

ICCUBEA 2017, pp. 1–6, 2018. 

[74] R. Suryawanshi, “H-WSN with maximized 

QoS using secure data aggregation,” Proc. 

2016 2nd Int. Conf. Contemp. Comput. 

Informatics, IC3I 2016, pp. 149–154, 2016. 

[75] P. Ghosh, A. Gasparri, J. Jin, and B. 

Krishnamachari, Robotic Wireless Sensor 

Networks, vol. 164, no. May. 2019. 

[76] T. Suzuki, R. Sugizaki, K. Kawabata, Y. Hada, 

and Y. Tobe, “Autonomous deployment and 

restoration of Sensor Network using mobile 

robots,” Int. J. Adv. Robot. Syst., vol. 7, no. 2, 

pp. 105–114, 2010. 

[77] A. Wichmann, B. D. Okkalioglu, and T. Korkmaz, 

“The integration of mobile (tele) robotics and 

wireless sensor networks: A survey,” Comput. 

Commun., vol. 51, pp. 21–35, 2014. 

[78] Z. Mi and Y. Yang, “Connectivity restorability 

of mobile ad hoc sensor network based on k-

hop neighbor information,” IEEE Int. Conf. 

Commun., pp. 1–5, 2011. 

[79] X. Qi, L. Liu, and S. Liu, “Experimental study 

on connectivity for wireless sensor networks,” 

Proc. 2009 Int. Conf. Commun. Softw. 

Networks, ICCSN 2009, pp. 541–543, 2009. 

[80] C. Wu, H. Chen, and J. Liu, “A survey of 

connectivity restoration in wireless sensor 

networks,” 2013 3rd Int. Conf. Consum. 

Electron. Commun. Networks, CECNet 2013 - 

Proc., pp. 65–67, 2013. 

[81] B. Chen, H. Chen, and C. Wu, “Obstacle-

Avoiding Connectivity Restoration Based on 

Quadrilateral Steiner Tree in Disjoint Wireless 

Sensor Networks,” IEEE Access, vol. 7, pp. 

124116–124127, 2019. 

[82] S. M. Ferdous, M. M. Rahman, and M. Naznin, 

“Finding network connectivity failure in a 

Wireless Sensor Network,” IFIP Wirel. Days, 

vol. 2016-April, pp. 1–6, 2016. 

 


