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ABSTRACT 

This paper presents an ensemble of regressions approach for estimation of the positions of facial landmarks in 

frontal and near-frontal face images. Our approach learns three different cascades of regressors and fuses their 

predictions into one final precise estimate using Gradient Boosting Regression Trees (GBRT). The cascaded 

model starts from an approximate estimate of the landmark positions and iteratively improves it. Each weak 

regressor is making a prediction based on Histograms of Oriented Gradients (HOG) features and performs linear 

SVM regression using ε-insensitive loss function. The GBRT regression produces the final result using a feature 

set consisting of the output prediction of each cascade together with extracted HOG features. Our approach 

achieves state-of-the-art results when tested on current challenging datasets. 
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INTRODUCTION 

The search for improved algorithms for facial landmark detection is still a subject to active research. 

Current state-of-the-art methods have already achieved impressive results, but there are still problems 

due to variability in face shapes, and many limiting factors such as head pose, variations in orientation 

and background, facial expressions, different lighting conditions and partial occlusions. The most 

typical applications where the precise face alignment plays a significant role are the analysis of 

expressions and emotions, face recognition, eye tracking, gender, and age estimation. 

The facial landmarks are selected to have discriminatory characteristics, or may serve as a 

distinguishing mark on the face. Commonly used keypoints are corners of the eyes, the tip of the nose, 

corners of the nostrils, corners of the mouth, the end points of the arcs of the eyebrows, the outline of 

the ear, chin (Figure 1). 

RELATED WORK 

Facial landmark localization approaches can be divided into three broad categories: (1) Active 

Appearance Model -based method, (2) cascaded regression method, and (3) detection based method 

[17]. 

The Active Appearance Model (AAM) [9] is considered as the most classic method. It searches for 

shape parameters through minimizing the residual between the face appearance and a face template. 

The method does not generalize well and is sensitive to initialization. 

Cascaded regression method estimates the face shape through a cascade of regressors. It starts from a 

raw initial guess of landmark positions and learns regressors that iteratively map shape-dependent 

features into shape increment. Examples of cascaded regression algorithms include the approach by 

Cristinacce and Cootes [10] which employs boosted regression for facial landmarks alignment. Xiong 

and De la Torre [15] propose a Supervised Descent Method (SDM) which learns descent directions 

and does linear mapping on non-linear SIFT features. Cao et al. [5] use pixel differences as features 

and implement nonlinear boosted regression. Burgos-Artizzu et al. [3] build a cascaded regression 

model with occlusion detection and voting strategy to cope with severe occlusion. Regression forest 
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voting for accurate shape fitting was proposed by Cootes et al. [8]. Random forests [2] and random 

ferns [13] are frequently used in recent research papers as the regression algorithms. 

 

Figure1. Example of a face image with annotated facial landmarks. The red outline indicates the face detector 

result 

Detection based approaches detect object parts independently and then estimate the shape directly 

from the detections [6] or through flexible part models [4].  

Sun et al. [14] recently achieved state-of-the-art results by using three-level deep convolutional 

network trained for facial landmark detection. The convolutional network detects approximate 

locations of the landmarks in the lower cascade and refines the estimations in higher cascade. 

METHOD 

Review of the Cascaded Regression Model 

Face shape is represented as a vector of landmark locations 𝑆 =  𝑥1 , 𝑥2 , ⋯ , 𝑥𝑛 ∈ 𝑅
2𝑛 , 

where n is the number of landmarks. 𝑥𝑖 ∈ 𝑅
2 is the 2D coordinates of the i-th facial landmark. Given 

a face image 𝐼 , the cascaded model estimates the shape starting from an initial estimate 𝑆0  and 

progressively refines the shape by a cascade of T regressors, 𝑟1⋯𝑇 . Each regressor predicts an update 

vector  ∆𝑆, which is added to the current shape estimate: 

𝑆𝑡 = 𝑆𝑡−1 + 𝑟𝑡 𝐼, 𝑆𝑡−1               (1) 

The final estimated shape can be written as: 

𝑆𝑇 = 𝑆0 +  𝑟𝑡 𝐼, 𝑆𝑡−1 𝑇
𝑡=1               (2) 

Each regressor 𝑟𝑡  predicts the shape increments based on features, extracted from 𝐼  and indexed 

relative to the current shape estimate 𝑆𝑡 . This introduces some geometric invariance and makes the 

feature computation process more robust. Given N training samples   𝐼𝑖 , 𝑆𝑖  𝑖=1
𝑁 , during training each 

regression function 𝑟𝑡  is learnt by minimizing the mean square error between the current estimated 

shape and the ground-truth shape: 

𝑟𝑘 = arg𝑚𝑖𝑛𝑟   𝑆𝑖 −  𝑆𝑖
𝑘−1 + 𝑟 𝐼𝑖 , 𝑆𝑖

𝑘−1   
2

2
𝑁
𝑖=1           (3) 

Proposed Algorithm 

First, we detect the face region in the images using OpenCV's Viola-Jones face detector. The training 

face boxes are perturbed by a certain horizontal and vertical translation and an optional scaling, and 

the new samples are added to the training dataset to create a more robust model. Furthermore, as faces 

are symmetric, we mirror the images and double the size of the training data. All the face images are 

scaled to 128x128 pixels size. The ground-truth coordinates of the landmark points are modified 

accordingly. 

We use an ensemble of three different cascades of linear regressing functions (Figure 2) and fuse their 

prediction results using Gradient Boosting Regression Trees (GBRT). The regressors of the various 

cascades are trained from a different random subset of the training samples. 



Martin Penev &  Ognian Boumbarov  “ Facial Landmark Detection using Ensemble of Cascaded 

Regressions” 

International Journal of Emerging Engineering Research and Technology V3 ● I12 ● December 2015 130 

 

Figure2. Ensemble of three cascades of regressors 

The regression functions at each stage of the cascade extract local features from the estimated 

landmark positions in the previous cascade level and concatenate them into one feature vector. Yan et 

al. [16] have compared different local image descriptors (HOG, SIFT, Gabor, and LBP) and found 

that the HOG descriptor worked best. Our implementation uses Histograms of Oriented Gradients 

(HOG) features for the weak regressors. We address the regression problem by using L2-regularized 

L2-loss linear support vector machine. We use LIBLINEAR open source library [11] in our linear 

regression implementation. Starting from the mean face shape, which is calculated from the ground-

truth data of the training dataset, each regressor refines the landmarks position estimate (Figure 3). 

We limit the number of regressors in each cascade to five. By generating different random subsets of 

training data and varying the hyper-parameters of the support vector regressors (the epsilon in loss 

function, tolerance, regularization factors), we trained 100 different cascades. We evaluated their 

prediction using the validating dataset and kept ten models with the least median error. Then we 

calculated Pearson's correlation measures of the ten regressors and selected three of them that were 

less correlated to use in the ensemble. 

Random forest regression is a very popular technique for its efficiency to handle nonlinear regression 

problems. We use the XGBoost library [7], which is a parallel implementation of the gradient 

boosting tree classifier and have demonstrated excellent performance. The final results of the 

estimated landmark positions are obtained by GBRT regression using a feature set consisting of the 

output prediction of each cascade together with HOG features, extracted from the face image. Those 

HOG features are calculated at the points of the mean predicted shape from the three cascades. 

 

Figure3. Weak regression illustration 

EXPERIMENTS 

In our experiments on facial feature detection we used two datasets with annotated faces – the LFPW 

dataset [1] and the Helen dataset [12]. 

LFPW: The Labeled Face Parts in-the-wild (LFPW) dataset consists of 1,287 images collected from 

the internet. The images contain faces with large variations of facial expressions, illumination, head 

pose, and occlusions. 
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HELEN: The Helen dataset contains 2,330 annotated images downloaded from flickr.com website. 

The face images are of a high resolution, and the provided annotations are very detailed. 

We split the LFPW dataset into two parts – one for training and the other for validation. The Helen 

dataset was used only for testing of the results. 

To evaluate the accuracy of our method, we used as error measure the point-to-point Euclidean 

distance, normalized by the distance between the outer corners of the eyes. Facial landmark detection 

performance was assessed on the 68 landmark points markup scheme of Figure 4. Some images with 

detected landmarks are shown in Figure 5. Finally, the cumulative error rates were calculated for the 

Helen dataset (Figure 6). 

 
Figure4. The 68 points markup used for our annotations 

       
Figure5. Results on some images from Helen dataset 

 
Figure6. Cumulative error rates for Helen dataset 
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CONCLUSION 

In this paper, we proposed a method for facial landmarks detection. The algorithm is very accurate 

and is suitable for applications that do not require real-time analysis. From the conducted experiments 

on Helen databases, we achieved detection performance compared with the current state-of-art 

methods. The method can be extended to future research with other nonlinear features to make it more 

robust against head pose variations. 
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